Protein labeling reactions in electrochemical microchannel flow: Numerical simulation and uncertainty propagation
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This paper presents a model for two-dimensional electrochemical microchannel flow including the propagation of uncertainty from model parameters to the simulation results. For a detailed representation of electroosmotic and pressure-driven microchannel flow, the model considers the coupled momentum, species transport, and electrostatic field equations, including variable zeta potential. The chemistry model accounts for pH-dependent protein labeling reactions as well as detailed buffer electrochemistry in a mixed finite-rate/equilibrium formulation. Uncertainty from the model parameters and boundary conditions is propagated to the model predictions using a pseudo-spectral stochastic formulation with polynomial chaos representations for parameters and field quantities. Using a Galerkin approach, the governing equations are reformulated into equations for the coefficients in the PC expansion. The implementation of the physical model with the stochastic uncertainty propagation is applied to protein-labeling in a homogeneous buffer, as well as in two-dimensional electrochemical microchannel flow. The results for the two-dimensional channel show strong distortion of sample profiles due to ion movement and consequent buffer disturbances. The uncertainty in these results is dominated by the uncertainty in the applied voltage across the channel. © 2003 American Institute of Physics.

I. INTRODUCTION

Microchannel flows, involving electroosmotic flow of charged components in an electrolyte buffer, are generally characterized by strong coupling between multiple physical and chemical processes. Numerical simulations for detailed studies of phenomena such as analyte dispersion therefore require accurate models for the fluid flow, species transport, chemical reactions, buffer equilibrium, protein ampholytic behavior, electrostatic field strength, wall layer, and many other processes. Most of these processes are well understood and adequate models are generally available. Many simulations of microchannel flow can be found in the literature, with varying detail in the resolution of the ongoing physical processes. However, simulations that take into account the full range of coupled processes in microchannel flows are hard to find.

Further, the mathematical models for these physical processes generally require knowledge of several parameters such as species mobilities, viscosity, electrolyte dissociation constants, reaction rate parameters, and other physical and environmental parameters. These parameters are typically not known exactly due to experimental measurement uncertainties and/or inherent variability. Consequently, computational predictions will have some uncertainty, associated with the uncertainties in the input parameters. In order to make valid comparisons between experimental and computational data, or to assess the reliability of computational predictions, a careful analysis of the uncertainty in the simulation results is required.

In the current work, a detailed model is developed of both electroosmotic and pressure-driven flow in a microchannel filled with an electrolyte buffer and model protein analyte samples. The construction considers the fully coupled momentum, species transport, and electrostatic field equations, including a model for the dependence of the zeta potential on pH and buffer molarity. A mixed finite-rate, partial-equilibrium formulation is applied for the chemical reactions. In particular, “fast” electrolyte reactions are described by associated equilibrium constraints, while the remaining “slow” protein labeling reactions are modeled with finite-rate kinetics.

To quantify the uncertainty in the model predictions, due to uncertainty in the input parameters, a stochastic uncertainty propagation method is applied. This method introduces a new stochastic dimension for each uncertain parameter, and uses polynomial chaos (PC) expansions to describe the dependence of model parameters and flow quan-
ties on these dimensions. After introducing these PC representations into the governing equations, a Galerkin approach is used to determine evolution equations for the spectral mode strengths in the expansion. The resulting system is more complex than the corresponding deterministic model, requiring more computational effort. However, it is potentially more efficient than Monte Carlo (MC) simulations. Moreover, the pseudo-spectral PC approach readily provides sensitivity information and the contribution to the total uncertainty by each of the model parameters.

First we outline the formulation of the governing equations that constitute the deterministic system model. Next, we implement the stochastic uncertainty quantification method to reformulate these equations into evolution equations for the spectral mode strengths. We then proceed to the description of the numerical construction used to integrate the resulting set of equations, highlighting particular developments necessary for handling the coupled evolution of momentum, species, and the electrostatic field. The methodology is then applied to model protein labeling reactions in homogeneous systems as well as two-dimensional microchannel flows. The results illustrate the convergence of the construction as well as the propagation/growth of uncertainty in the simulations. The detailed physical model gives insight into important microfluidic sample dispersion mechanisms.

II. PHYSICAL MODEL FORMULATION

A. Momentum

The continuity and momentum equations for a two-dimensional flow field in the \((x,y)\) plane, with uniform density and viscosity are given by

\[
\nabla \cdot \mathbf{u} = 0,
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nu \nabla^2 \mathbf{u},
\]

where \(\mathbf{u}\) is the velocity, \(p\) is the pressure normalized by density, and \(\nu\) is the kinematic viscosity.

The microchannel flows in this study are electroosmotically driven with an applied electrostatic field in the \(x\) direction. Assuming a double layer that is thin with respect to the channel size, the effect of wall electrostatic forces can be represented in terms of a wall slip velocity \(u_w\), using the Helmholtz–Smoluchowski relationship:

\[
uw = \frac{\varepsilon \zeta}{\mu} \nabla \phi_w,
\]

where \(\varepsilon\) is the permittivity of the fluid, \(\zeta\) is the zeta potential, \(\phi_w\) is the electrostatic field potential at the wall, and \(\mu\) is the dynamic viscosity. Since both the electrostatic field and the \(\zeta\) potential depend on the fluid composition, Eq. (3) represents a major coupling between the flow velocity and the species transport.

The \(\zeta\) potential is a function of the wall material and fluid characteristics. In this work, a relationship for \(\zeta\) as a function of the local \(pH\) and buffer molarity was obtained from empirical data for the zeta potential of a fused silica capillary in an aqueous solution of KCl, as shown in Fig. 1. These data were curve-fitted into the following relationship:

\[
\zeta(pH,M) = \{- (pH - 2) + \left(\frac{1}{2} + \frac{1}{2} \tanh (5(pH - 7.5))) \times (pH - 7.6)\} 	imes (-2.7 \ln(M + 2.3 \times 10^{-4})) \}
\]

where \(M\) is the molarity of the KCl solution. The quantitative accuracy of this curve-fit is obviously limited to systems similar to the one considered in Ref. 19. However, Eq. (4) qualitatively gives the correct behavior of \(\zeta(pH,M)\) for various other systems.

B. Species concentrations

A variety of species are considered in this work, ranging from model proteins and dyes in samples, to the ions of aqueous buffer solutions. The transport of these species is governed by:

\[
\frac{\partial c_i}{\partial t} + \nabla \cdot (c_i(u + u^i)) = \nabla \cdot (D_i \nabla c_i) + \dot{w}_i,
\]

where \(c_i\) is the concentration of species \(i\), and \(D_i\) is the corresponding diffusivity. The electromigration velocity \(u^i\) accounts for the electrophoretic movement of electrically charged species relative to the bulk flow. This velocity is given by:

\[
u^i = -\beta_i c_i F \nabla \phi,
\]

where \(\beta_i\) is the electrophoretic mobility for species \(i\), \(z_i\) is the charge number, \(F\) is the Faraday constant \((9.648 \times 10^4 \text{ C/mol})\), and \(\phi\) is the electrostatic field potential. The term \(\dot{w}_i\) is a source term from the chemical and electrochemical reactions in which species \(i\) is involved. Note that for each species, the diffusivity \(D_i\) and the mobility \(\beta_i\) are coupled through the Nernst–Einstein equation:

\[
D_i = RT \beta_i,
\]

where \(R\) is the universal gas constant and \(T\) the temperature.

The integration of Eq. (5) is performed differently depending on the chemical time scales involved. In general,
electrolyte dissociation and association reaction rates are several orders of magnitude faster than electrophoretic phenomena and typical sample-processing reactions. Thus, direct integration of fast reactions would impose severe time step restrictions. In order to avoid these difficulties, an equilibrium approach for the electrolyte reactions is implemented. For example, consider a weak acid HA, which dissociates according to

$$ HA \rightarrow H^+ + A^- , $$

where

$$ K_A = \frac{[H^+][A^-]}{[HA]} $$

is the corresponding dissociation constant. Instead of integrating Eq. (5) for the concentrations of species HA and A$^-$ individually, consider the combined concentration of both of these quantities $\theta_A = [HA] + [A^-]$. The source terms for [HA] and [A$^-$] from the electrolyte reaction (8) cancel out in the $\theta_A$ transport equation, which is the sum of the transport equations for the two individual quantities,

$$ \frac{\partial \theta_A}{\partial t} + \nabla \cdot \left[ e_{HA}(u + u_A^H) + e_A^- (u + u_A^-) \right] = \nabla \cdot \left[ D_{HA} \nabla c_{HA} + D_A^- \nabla c_{A^-} \right]. $$

Therefore, barring any other chemical reactions involving these species, $\theta_A$ is a conserved quantity and can be integrated with Eq. (10) without a chemical source term.

Note that if the chemical source terms for HA or A$^-$ in Eq. (5) do include participation by reactions other than the HA buffer chemistry, e.g., by (typically slow) sample chemistry, then the utilization of $\theta_A$ is still advantageous in that it eliminates the fast electrolyte reactions, but in this case $\theta_A$ is no longer a conserved scalar. In either case, one arrives at a governing equation for $\theta_A$, which does not include the fast reaction terms. Once $\theta_A$ is known, the concentrations of the individual components of the weak acid are obtained from

$$ [HA] = \frac{[H^+]}{[H^+] + K_A} \theta_A = \alpha_{HA} \times \theta_A , $$

$$ [A^-] = \frac{K_A}{[H^+] + K_A} \theta_A = \alpha_{A^-} \times \theta_A . $$

Note that this construction is equally useful for buffers with multiple dissociation states, where $\theta_A$ is the sum of concentrations of the weak acid and all of its dissociated states. Since the mobilities and diffusivities are generally different for the species that make up $\theta_A$, the convection and diffusion terms in the transport equation for $\theta_A$ are calculated as the sum of the convection and diffusion for each species in $\theta_A$. A similar approach holds for weak bases.

For strong acids and bases, which are fully dissociated in the solution, or for other species that do not take part in electrolyte dissociation and association reactions, Eq. (5) can be integrated directly. The model proteins and fluorescent dyes in this work are assumed to have a fixed charge, so their concentrations are integrated using Eq. (5), with an appropriate finite-rate chemical source term. However, a complete ampholyte description for proteins can readily be formulated with a similar framework as is used for the weak acids and bases. In the simulations in this work, proteins are assumed to take part in a finite rate, irreversible labeling reaction of the form

$$ U + D \rightarrow L $$

with a pH-dependent reaction rate $k_L = k_L(pH)$. In Eq. (13), U is the unlabeled protein, D the fluorescent dye, and L the labeled protein.

Since a thin double layer is assumed, the system is also assumed to satisfy the electroneutrality condition

$$ \sum_i z_i c_i = 0 $$

everywhere in the domain. The concentrations of H$^+$ and OH$^-$ are obtained from this electroneutrality condition and the water dissociation constant

$$ [H^+][OH^-] = K_w. $$

Note that the composition, and therefore also the total charge, of weak acids and bases in the system depends on the H$^+$ concentration [see Eqs. (11) and (12) above]. The substitution of Eqs. (12) and (15) into the electroneutrality condition (14), in order to account for the dependence of [A$^-$] and [OH$^-$] on [H$^+$], introduces nonlinear terms in this equation. For buffers with multiple dissociation states, even more nonlinear terms are introduced. Therefore, an iterative solution of the electroneutrality condition for [H$^+$] is usually required.

C. Electrostatic field strength

Allowing for concentration field gradients, the electrostatic field potential, $\phi$, is obtained from the current continuity constraint:

$$ \nabla \left( \sigma \nabla \phi \right) = -F \sum_i z_i \nabla \cdot (D_i \nabla c_i) . $$

This equation is coupled to the species concentrations through the right-hand side (diffusion of charge) and the electrical conductivity $\sigma$ of the solution

$$ \sigma = F^2 \sum_i z_i^2 \beta_i c_i . $$

The electrostatic field strength is then obtained as $E = -\nabla \phi$.

This completes the description of the key elements of the deterministic model formulation. We next outline the stochastic construction for uncertainty quantification, and its implementation in this model.

III. STOCHASTIC FORMULATION

To propagate uncertainty from the input parameters of the physical model, to the results of model simulations, we use a spectral stochastic formulation based on polynomial chaos (PC) expansions. For each uncertain parameter,
this technique introduces a new stochastic dimension $\xi$, where $\xi$ is a random variable with a standard normal Gaussian probability density function (PDF). The parameter is then modeled as a random variable whose dependence on $\xi$ is described using a spectral PC expansion. For example, the species diffusivity $D$ is written as

$$ D(\xi) = \sum_{k=0}^{P} D_k \Psi_k(\xi), \quad (18) $$

where the $\Psi_k$ are the PC basis functions and the deterministic coefficients $D_k$ are the spectral mode strengths. If the model has only one uncertain parameter, then the basis functions are the one-dimensional Hermite polynomials:

$$ \Psi_0 = 1, \quad \Psi_1 = \xi, \quad \Psi_2 = \xi^2 - 1, \quad \Psi_3 = \xi^3 - 3\xi, \ldots. \quad (19) $$

In this case, $P$ corresponds to the highest order polynomial used in the expansion. For a model with $N$ uncertain parameters, an $N$-dimensional stochastic space is considered, and the $\Psi_k$ are $N$-dimensional Hermite polynomials up to a specified order $P$ in the Gaussian variables $\theta = \{\xi_1, \xi_2, \ldots, \xi_N\}$ such that

$$ D(\theta) = \sum_{k=0}^{P} D_k \Psi_k(\theta). \quad (20) $$

Note that in this case, the Gaussian variables $\xi_1, \ldots, \xi_N$ are assumed to be uncorrelated. The number of terms $(P+1)$ in the expansion corresponds to the number of polynomials with order less or equal to $P$. Higher order polynomial chaos basis functions increase the accuracy of the spectral representation, but add a lot more terms for problems with many stochastic dimensions.

The solution field variables, such as velocities, concentrations, and the electrostatic field potential are expanded similarly:

$$ \mathbf{u}(\mathbf{x},t;\theta) = \sum_{k=0}^{P} \mathbf{u}_k(\mathbf{x},t) \Psi_k(\theta), \quad (21) $$

$$ c(\mathbf{x},t;\theta) = \sum_{k=0}^{P} c_k(\mathbf{x},t) \Psi_k(\theta), \quad (22) $$

$$ \phi(\mathbf{x},t;\theta) = \sum_{k=0}^{P} \phi_k(\mathbf{x},t) \Psi_k(\theta). \quad (23) $$

Using the orthogonality of the basis functions, the coefficients $D_k$, $\mathbf{u}_k(\mathbf{x},t)$, $c_k(\mathbf{x},t)$, and $\phi_k(\mathbf{x},t)$ can be calculated by a projection operation onto the PC basis. Thus, for $D_k$

$$ D_k = \frac{\langle \Psi_k D \rangle}{\langle \Psi_k \rangle}, \quad (24) $$

where the expectation is defined as

$$ \langle f \rangle = \frac{1}{(2\pi)^{N/2}} \int_\mathbb{R}^N f(\xi_1,\xi_2,\ldots,\xi_N) \times \exp \left[ -\frac{\sum_{i=1}^{N} \xi_i^2}{2} \right] d\xi_1 d\xi_2 \cdots d\xi_N. \quad (25) $$

Note that the expectations $\langle \Psi_k \rangle = 0$ for $k > 0$. Therefore the zeroth-order spectral mode for each field quantity represents the mean field, whereas the higher order modes represent the variation, or uncertainty, around this mean. This is reflected in the calculation of the standard deviation $\sigma$ of a quantity, as shown below for the concentration $c$:

$$ \sigma^2 = \langle (c - \langle c \rangle)^2 \rangle $$

$$ = \left( \sum_{j=1}^{P} c_j \Psi_j \right) \left( \sum_{k=1}^{P} c_k \Psi_k \right) $$

$$ = \sum_{j=1}^{P} \sum_{k=1}^{P} c_j c_k \langle \Psi_j \Psi_k \rangle $$

$$ = \sum_{k=1}^{P} c_k^2 \langle \Psi_k^2 \rangle. \quad (26) $$

To further interpret this, consider the example of a second-order PC expansion for the concentration $c$ in the case of two uncertain parameters:

$$ c = c_0 + c_1 \xi_1 + c_2 \xi_2 + c_3 (\xi_1^2 - 1) + c_4 \xi_1 \xi_2 + c_5 (\xi_2^2 - 1). \quad (27) $$

In Eq. (27), the $\xi_1$ dimension corresponds to the first uncertain parameter in the system, and $\xi_2$ corresponds to the second uncertain parameter. Substituting this expression into Eq. (26) and evaluating the $\langle \Psi_k^2 \rangle$, we obtain the following equation for the variance of $c$ in this example:

$$ \sigma^2 = c_1^2 + c_2^2 + 2c_3^2 + c_4^2 + 2c_5^2. \quad (28) $$

Grouping the terms that correspond to the same stochastic dimensions, it is possible to identify the contributions of individual parameters to this overall standard deviation:

$$ \sigma_x^2 = \sigma_{11}^2 + \sigma_{12}^2 + \sigma_{22}^2, \quad (29) $$

$$ \sigma_1^2 = \sqrt{c_1^2 + 2c_3^2}, \quad (30) $$

$$ \sigma_{12} = \sqrt{c_4^2}, \quad (31) $$

$$ \sigma_2^2 = \sqrt{c_2^2 + 2c_5^2}. \quad (32) $$

In these expressions, $\sigma_1$ and $\sigma_2$ represent the individual contributions of the first and second uncertain parameters, respectively, to the overall uncertainty in $c$. The term $\sigma_{12}$ represents a coupled term involving the combined effect of the two parameters. This feature of the PC methodology is very powerful, as it allows identification of the major contributions to the uncertainty in the simulation output and model results.

After representing all model parameters and solution fields with PC expansions, those expansions are substituted into the transport equations for the deterministic quantities. Evolution equations for the unknown coefficients in the PC expansions are then obtained by a Galerkin approach. For example, consider the momentum equation. Substituting the appropriate PC expansions for velocities, pressure, and viscosity in Eq. (2), multiplying by $\Psi_k$, and taking the expectation gives:\
\[
\frac{\partial \mathbf{u}_i}{\partial t} + \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk}(\mathbf{u}_i \cdot \nabla) \mathbf{u}_j = -\nabla p_k + \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} \nabla^2 \mathbf{u}_j
\]  
(33)

with \(C_{ijk} = \langle \Psi_j \Psi_k \Psi_i \rangle / \langle \Psi_i \rangle \). Similarly, the equations for the modes \(c_{m,k} \) of the species concentration (with \(m \) the species index) become

\[
\frac{\partial c_{m,k}}{\partial t} + \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} \nabla \cdot (\mathbf{c}_m \cdot (\mathbf{u}_j + \mathbf{u}_{m,j})) = \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} \nabla \cdot (D_{m,i} \nabla c_{m,j}) + \hat{w}_{m,k},
\]  
(34)

where

\[
\mathbf{u}_{m,j} = \frac{\langle \Psi_j \mathbf{u}^i \rangle}{\langle \Psi_j \rangle} = \sum_{k=0}^{P} \sum_{i=0}^{P} C_{kij} \beta_k z F \nabla \phi_i,
\]  
(35)

\[
\hat{w}_{m,k} = \frac{\langle \Psi_k \hat{w} \rangle}{\langle \Psi_k \rangle}.
\]  
(36)

Equations (35) and (36) represent the pseudo-spectral projection of the electrophoretic velocities and the stochastic source terms onto the \(\phi_i\) basis functions (see also Sec. IV F). Finally, the electrostatic field equation (16) becomes

\[
\sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} \nabla \cdot (\sigma_j \nabla \phi_j) = -F \sum_{m} z_m \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} \nabla \cdot (D_{m,i} \nabla c_{m,j}).
\]  
(37)

The modes \(\sigma_j\) of the electrical conductivity are obtained from

\[
\sigma_j = F^2 \sum_{m} z_m^2 \sum_{i=0}^{P} \sum_{j=0}^{P} C_{jkl} \beta_{m,l} c_{m,k}.
\]  
(38)

Equations (33), (34), and (37) each represent a set of \(P+1\) coupled equations to be solved for the mode strengths \(u_k\), \(c_{m,k}\), and \(\phi_k\), \(k = 0, \ldots, P\). With \(M\) species, the total number of equations to be solved is \((M+2)(P+1)\).

IV. IMPLEMENTATION

A. Data structure

As described in Sec. II B, species concentrations are integrated differently, based on whether or not they take part in equilibrium reactions. For instance, for components of weak acids or bases, which typically serve as buffers, only the combined concentration of all components is integrated directly. The total charge associated with the buffer components is required for the enforcement of the electroneutrality equation (14). For a given buffer, this total charge can be obtained from the total buffer concentration \(\theta\) and \([H^+]\) through buffer-specific equations such as Eqs. (11) and (12).

To make the treatment of weak acids or bases as general as possible, separate objects are used in the current code to represent these components. Each object contains all the species properties for the weak acid or base it represents, as well as the dissociation constants for the electrolyte reactions between its species. Specific functions are also associated with each object to return the total charge or other information about the weak acid or base, given its total concentration and \([H^+]\). This way, different buffers can be included in the simulations by simply including different objects, without the need for specific code modifications.

B. Spatial discretization

The computational domain is discretized using a Cartesian mesh with uniform cell size \(\Delta x\) and \(\Delta y\) in the \(x\) and \(y\) direction, respectively. Vector fields, such as the velocity and the electrostatic field strength, are defined on the cell faces. Scalar fields, such as pressure and species concentrations, are defined at the cell centers. Spatial derivatives are discretized with second-order central differences.

C. Electroneutrality

As explained in Sec. II B, the individual concentrations of the buffer ions and \([H^+]\) are obtained from the electroneutrality condition (14). This results in a set of nonlinear algebraic relations between \(P+1\) stochastic modes. This coupled nonlinear system of equations is iteratively solved at each point in the domain, using a Newton solver from the NITSOL package. The solver uses an inexact Newton method with backtracking. Using the solution from the previous time step as initial guess, the convergence is generally very fast.

D. Electrostatic field strength

To obtain the electrostatic field potential \(\phi\), the set of \(P+1\) equations (37) needs to be solved over the domain. Since these equations are coupled, an iterative solution method was developed, consisting of Gauss–Seidel iterations over the spatial dimensions in combination with SOR iterations over the stochastic dimensions. To accelerate the convergence speed, spatial coarsening with a multigrid approach is applied. The electrostatic field strength is computed in turn as the gradient of the electrostatic potential.

E. Time integration

The time integration algorithm in this work is based on a previously developed stochastic projection method for the momentum equations in low-Mach-number flow. This momentum solver uses a time splitting approach in which the convection and diffusion terms are integrated in a first fractional step, and the continuity constraints are then enforced in a pressure projection step. Since the continuity constraints [Eq. (1)] are decoupled in the stochastic dimension, this leads to a set of \(P+1\) decoupled Poisson problems.

In the current work, this method is expanded to the integration of the coupled momentum and species transport equations, in combination with the electrostatic field sou-
tion. For brevity, the equations for the stochastic mode \( k \) of the species concentrations and the velocity can be written as

\[
\frac{\partial c_k}{\partial t} = -Csp_k + Dsp_k + Ssp_k,
\]

(39)

\[
\frac{\partial u_k}{\partial t} = -Cm_k + Dm_k - \nabla p_k
\]

(40)

where \( Csp_k \), \( Dsp_k \), and \( Ssp_k \) represent the convection, diffusion, and chemical source terms in the species equation (34). Similarly, \( Cm_k \) and \( Dm_k \) represent the convection and diffusion terms in the momentum equation (33). Using the projection scheme for momentum, in combination with a Runge–Kutta (RK) time integration scheme, Eqs. (39) and (40) are discretized between \( t^n \) and the RK stage time level \( t^{(s)} = t^n + \Delta t^{(s)} \) as

\[
\frac{c_k^{(s)} - c_k^n}{\Delta t^{(s)}} = -Csp_k^{(s-1)} + Dsp_k^{(s-1)} + Ssp_k^{(s-1)} = Fsp_k^{(s-1)},
\]

(41)

\[
\frac{u_k^{(s),*} - u_k^n}{\Delta t^{(s)}} = -Cm_k^{(s-1)} + Dm_k^{(s-1)} = Fm_k^{(s-1)},
\]

(42)

\[
\frac{u_k^{(s)} - u_k^{(s),*}}{\Delta t^{(s)}} = -\nabla p_k^{(s)}.
\]

(43)

where \( Fsp_k \) and \( Fm_k \) represent the full right-hand sides in the corresponding time integration steps. Equation (43) is the pressure correction step, which requires the pressure to be solved for first. The equation for pressure is obtained by substituting Eq. (43) into the stochastic form of the continuity equation for \( u^{(s)} \),

\[
\nabla \cdot u_k^{(s)} = 0
\]

(44)

resulting in the following set of Poisson equations:

\[
\nabla^2 p_k^{(s)} = -\frac{1}{\Delta t^{(s)}} \nabla \cdot u_k^{(s),*} \quad k = 0, \ldots, P.
\]

(45)

As discussed in Ref. 24, these \( P + 1 \) Poisson equations are decoupled; therefore, each can be solved individually using existing Poisson solvers for deterministic flow problems. In the current work, the same fast Fourier transform based flow solver is used as in Ref. 24.

The time integration of Eqs. (41) and (42) is performed using the four-stage, fourth order Runge–Kutta scheme (RK4),\(^27\) which was selected because of its good stability for convection dominated problems. Keeping in mind the coupling between the equations, the computations during the subsequent stages of the RK4 integration over a time step \( \Delta t \) from time \( t^n \) to \( t^{n+1} = t^n + \Delta t \) can be represented with the following pseudo-code. The superscripts \( (s) \) denote the Runge–Kutta stage number. For clarity, the subscripts for the mode strength \( k \) have been dropped.

Stage \( s = 1, t = t^n \):

Calculate the right hand sides in Eqs. (41) and (42) using the species concentrations, velocities and electrostatic field strength at time \( t = t^n \):

- \( Fsp^{(1)} = Fsp(c(t^n), u(t^n), E(t^n)) \),
- \( Fm^{(1)} = Fm(u(t^n), u_w(t^n)) \) where \( u_w \) is the electroosmotic wall velocity.

Stage \( s = 2,3,4, \ t = t^n + \Delta t^{(s)} \):

Update species concentrations to the current time level:

- \( c^{(s)} = c(t^n) + \Delta t^{(s)} Fsp^{(s-1)} \) for all directly integrated species.
- Solve electroneutrality constraint to obtain \([H^+]^{(s)}\).
- Update concentrations of weak acids and/or bases.

Update electrostatic field strength and velocity boundary conditions using the updated concentrations:

- \( E^{(s)} = E(c^{(s)}) \),
- \( u^{(s)} = u_w(c^{(s)}, E^{(s)}) \).

Update velocities to the current time level:

- Update the velocities to their intermediate (*) values at the current time level: \( u^{(s),*} = u(t^n) + \Delta t^{(s)} Fm^{(s-1)} \).
- Apply the pressure correction to \( u^{(s),*} \) to obtain \( u^{(s)} \): \( u^{(s)} = u^{(s),*} - \Delta t^{(s)} \nabla p^{(s)} \).

Calculate the new right hand sides in Eqs. (41) and (42) using the updated species concentrations, velocities, and electrostatic field strength:

- \( Fsp^{(s)} = Fsp(c^{(s)}, u^{(s)}, E^{(s)}) \),
- \( Fm^{(s)} = Fm(u^{(s)}, u_w^{(s)}) \).

Final update to time \( t^{n+1} = t^n + \Delta t \):

Update species concentrations to \( t^{n+1} \):

- \( c(t^{n+1}) = c(t^n) + \Delta t(c Fsp^{(1)} + \frac{7}{6} Fsp^{(2)} + \frac{1}{6} Fsp^{(3)} + \frac{41}{243} Fsp^{(4)}) \) for all directly integrated species.
- Solve electroneutrality constraint to obtain \([H^+] \) at \( t^{n+1} \).
- Update concentrations of weak acids and/or bases.

Update electrostatic field strength and velocity boundary conditions using the updated concentrations:

- \( E(t^{n+1}) = E(c(t^{n+1})) \),
- \( u_w(t^{n+1}) = u_w(c(t^{n+1}), E(t^{n+1})) \).

Update velocities to \( t^{n+1} \):

- Update the velocities to the intermediate (*) values at \( t^{n+1} \): \( u^{(s)}(t^{n+1}) = u(t^n) + \Delta t(c Fm^{(1)} + \frac{7}{6} Fm^{(2)} + \frac{1}{6} Fm^{(3)} + \frac{41}{243} Fm^{(4)}) \).
- Apply the boundary conditions \( u_w(t^{n+1}) \) to the \( u^{(s)}(t^{n+1}) \) velocity field.
• Solve for pressure at \( t^{n+1} \) using Eq. (45): 
  \[ p(t^{n+1}) = p(u^*(t^{n+1})) \]
• Apply the pressure correction to \( u^*(t^{n+1}) \) to obtain 
  \[ u(t^{n+1}) = u^*(t^{n+1}) - \Delta t \nabla p(t^{n+1}) \]

In the above integration scheme, the respective time steps \( \Delta r^{(s)} \) of the Runge–Kutta stages \( s = 2, 3, \) and \( 4 \) are given by \( \frac{1}{2} \Delta t, \frac{1}{2} \Delta t, \) and \( \Delta t \).

F. Tools for stochastic operations: Uncertainty quantification toolkit

As explained in Sec. III, the governing equations for the spectral mode strengths of the field variables are obtained by substituting the PC expansions for those field variables in their original, deterministic governing equations. Instead of explicitly writing out these equations for the spectral mode strengths, it is also possible to retain the governing equations in their original form, but take into account during the implementation that all arithmetic needs to be performed on stochastic instead of deterministic variables.

To facilitate this approach, we developed an uncertainty quantification (UQ) toolkit which contains subroutines to perform most of the common operations on stochastic variables that are represented by PC expansions. Using this toolkit, many algorithms that were originally designed for deterministic problems can easily be converted for stochastic computations by merely replacing mathematical operators with calls to their stochastic equivalent. The details of some of these operations are explained in the following.

Aside from additions, one of the most common operations is the multiplication of two stochastic variables. Consider two stochastic variables, \( u \) and \( v \), with the following PC representations:

\[
u = \sum_{i=0}^{P} u_i \Psi_i, \tag{46}\]
\[
v = \sum_{j=0}^{P} v_j \Psi_j. \tag{47}\]

We need to find the modes \( w_k \) in the PC representation of \( w = uv \):

\[
w = \sum_{k=0}^{P} w_k \Psi_k. \tag{48}\]

As mentioned before, these coefficients are obtained by using the orthogonality property of the PC basis functions:

\[
w_k = \sum_{i=0}^{P} \sum_{j=0}^{P} C_{ijk} u_i v_j, \quad k = 0, \ldots, P \tag{49}\]

with

\[C_{ijk} = \frac{\langle \Psi_i \Psi_j \Psi_k \rangle}{\langle \Psi_k^2 \rangle}. \tag{50}\]

Since the tensor \( C_{ijk} \) is a function of the PC basis functions only, it only needs to be calculated once during a preprocessing step and can then be stored for use throughout the computations. The implementation of Eq. (49) also takes advantage of the fact that this tensor is sparse, reducing the amount of storage and CPU time needed.

A similar procedure could also be used to determine the PC expansion for the product of three stochastic variables \( g = uvw \). This would give the spectral coefficients \( g_l \) as

\[
g_l = \sum_{i=0}^{P} \sum_{j=0}^{P} \sum_{k=0}^{P} D_{ijk} u_i v_j w_k, \quad l = 0, \ldots, P, \tag{51}\]

where

\[D_{ijk} = \frac{\langle \Psi_i \Psi_j \Psi_k \Psi \rangle}{\langle \Psi_i^2 \rangle}. \tag{52}\]

Instead of this pure spectral approach, however, a pseudospectral approach is used in this work to calculate products such as \( g = uvw \) by repeated use of the regular product function. First the product \( uv \) is calculated with Eq. (49), and the result of this multiplication is multiplied in the same way with \( w \) to give the PC expansion for \( g \). The advantage of this pseudo-spectral approach is that it does not require the evaluation and storage of the fourth-rank tensor \( D_{ijkl} \), is more efficient, and is easy to generalize to products of any number of variables. Some aliasing errors are introduced through this approach, but they were found to be negligible as long as the order of the PC expansions is chosen sufficiently high.

Another frequent operation is the calculation of the inverse of a stochastic quantity. To explain how this operation is implemented, consider again three stochastic variables, \( u, v, \) and \( w \), with their respective PC expansions given by Eqs. (46)–(48). If we wish to calculate \( u = w/v \), then this implies \( w = uv \), which is given by Eq. (49). This equation, assuming the modes \( w_k \) and \( v_j \) are known, represents a system of \( P + 1 \) linear equations in the unknown modes \( u_i \). Since it is a sparse system of equations, it is solved efficiently in this work with a GMRES iterative solver, taken from the SLATEC library.

More challenging is the evaluation of nonpolynomial functions of stochastic variables such as the exponential, which will show up in the calculation of the protein labeling reaction rate with Eq. (56), or the logarithm in the calculation of pH. Currently, these operations are performed by expanding them in Taylor series around the mean of the argument. For example, the exponential of a stochastic quantity \( u \), with a PC expansion given by Eq. (46), is computed as

\[e^u = e^{u_0} \left(1 + \sum_{n=1}^{N} \frac{d^n}{n!}\right), \tag{53}\]

where

\[d = u - u_0 = \sum_{i=1}^{P} u_i \Psi_i \tag{54}\]

is the stochastic part of \( u \). The powers \( d^n \) are again calculated in a pseudo-spectral way with the product formula (49), as \( d^n = d d^{n-1} \), with \( d^{n-1} \) known from the previous term in the Taylor series. The number of terms \( N \) in this truncated series is chosen adaptively to satisfy a given tolerance level.
The Taylor series approach works reasonably well as long as the uncertainties in the field variables are moderate and the probability density functions (PDFs) of those variables are not too skewed. For highly skewed PDFs, however, high order PC expansions are required to capture this stochastic information, and the evaluation of high power terms \( d^n \) in the Taylor series can become inaccurate. A new approach, based on integrations, is currently under development to alleviate this problem.

All the operations described above, among many others, have been implemented in the UQ toolkit library. The UQ toolkit greatly facilitates the development of stochastic solvers from scratch, as well as the conversion of existing deterministic routines into stochastic ones. A more general and effective approach would be to develop the capability to automatically convert existing deterministic programs to stochastic arithmetic. As an extension of the UQ toolkit methodology, this could conceptually be achieved by creating a new data type for variables represented with PC expansions, and then loading operators to perform the proper stochastic operations on these variables where needed. Such an approach is outside the scope of this paper but will be explored elsewhere.

V. NUMERICAL RESULTS

A. Test system

This section presents some results of test problems illustrating the spatial and temporal convergence properties of the developed code. Figure 2 shows the geometry considered for these test problems, consisting of a rectangular microchannel in which a protein U and dye D react to form a labeled protein L. An external electrostatic potential is applied across the system to generate an electroosmotic flow in the x direction. The unlabeled protein U has a charge of +1 versus a charge of −1 for the dye D, so electrophoresis will move U forward and D backward, relative to the bulk flow. For all cases simulated in this work, an aqueous potassium phosphate (KH₂PO₄) buffer solution is considered. Therefore, the species in the solution are the proteins U and L, the dye D, the electrolytes H⁺, OH⁻, K⁺ as well as the components of phosphoric acid H₃PO₄, H₂PO₄⁻, HPO₄²⁻, and PO₄³⁻.

As mentioned in Sec. II B, the proteins in this solution are assumed to have a fixed charge and can therefore be integrated with Eq. (5) with a chemical reaction source term \( \dot{w}_i \) according to a model irreversible labeling reaction

\[
U + D \rightarrow L.
\]

The rate constant \( k_L \) in this reaction is pH dependent, given by the following:

\[
k_L = k_L^0 + d_L \exp(-(pH - pK_0)^2/\sigma_{\text{dil}}^2).
\]

The Gaussian dependence of this relationship on pH is based on the shape of the measured pH-dependence of the rate of production of the high-fluorescence-efficiency species from the reaction of naphthalene-2,3-dicarboxaldehyde (NDA) with amino acids in the presence of CN⁻. Unless stated otherwise, the values for the reaction rate parameters are chosen in this work as \( k_L^0 = 0.25 \times 10^6 \text{ mol}^{-1} \text{ l s}^{-1} \), \( d_L = 2.15 \times 10^6 \text{ mol}^{-1} \text{ l s}^{-1} \), \( \text{pH}_0 = 7.40 \), and \( \sigma_{\text{dil}} = 0.85 \). The chemical source terms used in Eq. (5) are correspondingly

\[
\dot{w}_U = -\dot{w}_D = -k_L[U][D].
\]

The concentration of the K⁺ ion, which is fully dissociated and is a conserved quantity can also be integrated by Eq. (5) directly (without a source term). Phosphoric acid, however, is a weak acid and will dissociate according to the following electrolyte reactions:

\[
\begin{align*}
K_1 & : H_3PO_4 \leftrightarrow H^+ + H_2PO_4^- , \\
K_2 & : H_2PO_4^- \leftrightarrow H^+ + HPO_4^{2-} , \\
K_3 & : HPO_4^{2-} \leftrightarrow H^+ + PO_4^{3-} ,
\end{align*}
\]

where the \( K_i \) are the corresponding dissociation constants. As discussed in Sec. II B, an equilibrium formulation is used for these fast electrolyte reactions. Therefore, we consider the total concentration of this weak acid

\[
\theta = [H_3PO_4] + [H_2PO_4^-] + [HPO_4^{2-}] + [PO_4^{3-}]
\]

whose transport equation is obtained similarly to Eq. (10) by adding up the transport equations for all the components in \( \theta \) so the dissociation reaction source terms disappear. The concentrations of the individual components of \( \theta \) are then calculated as \( c_i = \alpha_i \theta \), where the \( \alpha_i \) are calculated from the equilibrium expressions for the dissociation reactions (58)–(60) and can be written as a function of \( [H^+] \) and the dissociation constants only:

\[
\begin{align*}
\alpha_{H_3PO_4} & = \frac{[H^+]^3}{[H^+]^3 + K_1[H^+]^2 + K_1K_2[H^+] + K_1K_2K_3}, \\
\alpha_{H_2PO_4^-} & = \frac{K_1[H^+]^2}{[H^+]^3 + K_1[H^+]^2 + K_1K_2[H^+] + K_1K_2K_3}, \\
\alpha_{HPO_4^{2-}} & = \frac{K_1K_2[H^+]}{[H^+]^3 + K_1[H^+]^2 + K_1K_2[H^+] + K_1K_2K_3}.
\end{align*}
\]
As discussed in Sec. II A, Eq. (4) is used to model the dependence of the zeta potential on pH and buffer molarity. The concentration of the fully dissociated potassium ion, \([K^+]\), is used for the local buffer molarity \(M\) along the walls. The temperature is assumed constant in this work, with all species properties and reaction rate constants evaluated at 298 K.

For the computations in this paper, all parameters and field variables, were represented with third-order polynomial chaos expansions. The highest order stochastic modes in the expansions of the predicted field variables were significantly lower than the lower order modes, indicating that the third-order expansions were sufficiently accurate.

**B. Convergence with grid spacing**

To test the spatial convergence rate of the code, simulations of the test case described above were run on a domain with \(L_x = 1\) cm and \(L_y = 0.25\) cm. The potassium phosphate buffer solution was initialized with a uniform concentration of \(10^{-3}\) mol/l and a pH of 7.25. The unlabeled protein U and the dye D were initialized with a profile, Gaussian in \(x\) and uniform in \(y\), both with a maximum concentration of \(10^{-5}\) mol/l at \(x = 4\) mm and a width of 1 mm. The labeled protein concentration was initialized to zero. The electrostatic potential difference \(\Delta V\) between the inlet and exit of the domain was set to 10 V, creating an average field strength of 0.01 kV/cm. An uncertainty of 1% was assumed in the mobilities of both U and D, in the labeling rate parameter \(\phi_0\) of Eq. (56), and in the potential difference \(\Delta V\). Using third order polynomial chaos expansions, these four uncertain parameters led to four stochastic dimensions with a total of \(P + 1 = 35\) stochastic modes.

Four runs were performed, with uniform grid spacings in \(x\) and \(y\) doubling between each run, from \(3.91 \times 10^{-5}\) m in the finest grid to \(3.13 \times 10^{-4}\) m in the coarsest grid (corresponding, respectively, to \(256 \times 64, 128 \times 32, 64 \times 16\), and \(32 \times 8\) cells in \(x \times y\)). Each run used the same time step of \(10^{-4}\) s for a total of 200 time steps. Figure 3 shows the \(L^2\) norm of the difference between solutions at successive grid spacings. To monitor the spatial convergence of the full stochastic solution, the \(L^2\) norm was calculated over all points in space and all \(P + 1\) stochastic modes. Clearly, the slope of the curves in Fig. 3 shows an overall second-order convergence rate with grid spacing, consistent with the spatial differencing scheme used.

**C. Convergence with time step**

The temporal convergence behavior of the code was studied with a similar test case as in the previous section. Referring to Fig. 2, the domain sizes were chosen as \(L_x = 2\) cm and \(L_y = 0.25\) cm. The buffer initialization was the same as in the previous case. For the unlabeled protein \(U\) and the dye \(D\), however, the peak concentrations were raised to \(10^{-4}\) mol/l, located at \(x = 4\) mm and \(x = 6\) mm, respectively. The electrostatic potential difference \(\Delta V\) across the domain was set to 2000 V, giving an average field strength of 1 kV/cm. A slightly higher uncertainty of 2% was assumed in the mobilities of both \(U\) and \(D\), the parameters \(\phi_0\) and \(\Delta V\), as well as the bulk kinematic viscosity. These five stochastic dimensions with third-order polynomial chaos expansions led to a total of \(P + 1 = 56\) stochastic modes.

This test case was run for a total time of 0.5 s, with five different time steps, ranging in factors of 2 from 6.25 \(\times 10^{-4}\) s up to \(1.00 \times 10^{-2}\) s. In each case, the number of cells was \(128 \times 16\) in \(x \times y\). Figure 4 shows the \(L^2\) norm of the difference between the solutions for the streamwise velocity \(u\) as well as several species concentrations at successive time steps. The fourth-order temporal convergence rate observed in Fig. 4 is consistent with the Runge–Kutta scheme used in the time integration.

**VI. PROTEIN LABELING IN A HOMOGENEOUS BUFFER**

To illustrate the stochastic uncertainty quantification methodology, this section describes protein labeling in a...
simple homogeneous system. Figure 5 shows the time evolution of the concentrations of the unlabeled and labeled protein in a homogeneous potassium phosphate buffer at a pH of 8.25. In this problem, the dye D was assumed to be present in abundance so that the source term for the labeled protein in Eq. (5) can be written as

\[ \dot{\omega}_L = k_L[U]. \]  

The same expression as before, Eq. (56), was used for the reaction rate, but with the following parameters: \( k_L^0 = 0.25 \times 10^{-3} \) \( \text{s}^{-1} \), \( d_L = 2.15 \times 10^{-3} \), \( \text{pH}_0 = 9.25 \), and \( \delta_{\text{pH}} = 0.85 \). Both proteins U and L, as well as the dye D were assumed to have no charge, and therefore the buffer equilibrium and pH did not change with time. For this simulation, a standard deviation of 1% was assumed for all parameters in the rate expression (56), as well as for the electrolyte dissociation constants. Third order PC expansions were used.

The resulting uncertainty in the protein concentrations is indicated in Fig. 5 with “error bars” that span the \( \pm 3\sigma \) range, where \( \sigma \) indicates the standard deviation. Clearly, uncertainty in the input parameters causes large uncertainties in the simulated concentrations. At the point where [U] = 0.5, a standard deviation of 1% in the parameter pH0 is magnified about 16 times in the standard deviation of [U].

Note that after about 3 s, the range of the \( \pm 3\sigma \) “error bars” becomes so large that it seems to include concentrations for U that are negative, which is clearly not physically possible. However, the interval \( \pm 3\sigma \) around the mean value properly represents the full range of possibilities for a certain variable only when its probability density function is Gaussian, and therefore symmetric. Figure 6 shows the probability density function of [U], generated from its PC expansion at various points in time. When the mean value of [U] is sufficiently far away from zero, this PDF has a Gaussian shape. However, for mean values of [U] closer to zero, the PDF becomes narrower and more skewed. This predicted uncertainty properly reflects the physical system behavior where all unlabeled protein reacts away, but its concentration cannot be negative.

VII. PROTEIN LABELING IN A TWO-DIMENSIONAL MICROCHANNEL

In this section, the simulation and uncertainty quantification code is used to tackle a more physically challenging problem of protein labeling in a two-dimensional microchannel. The problem setup is similar to the numerical test problems described in Sec. V. The labeling reaction is the same as Eq. (55) with the reaction rate \( k_L \), and the corresponding source terms as in Eqs. (56) and (57). Again, a charge of +1 is assumed for the unlabeled protein U and a charge of −1 for the dye D, resulting in a neutral labeled protein L.

Referring to Fig. 2, a microchannel was considered with a length \( L_x = 1 \) cm and a height \( L_y = 1 \) mm. The potassium phosphate buffer solution was initialized with a uniform concentration of \( 10^{-3} \) mol/l and a pH of 7.25. The Gaussian profiles for the initial U and D concentrations had peak concentrations of \( 10^{-4} \) mol/l, located at \( x = 2.5 \) mm and \( x = 4 \) mm, respectively, and a width in \( x \) of 0.75 mm. The electrostatic potential difference \( \Delta V \) across the domain was set to 1000 V, giving an average field strength of 1 kV/cm. An uncertainty of 1% was assumed in the mobility of U, in the labeling rate parameter pH0, the dissociation constant \( K_L \), and the potential difference \( \Delta V \). Third-order polynomial chaos expansions were used in the computations with a total of 35 stochastic modes. The time step was set to \( 2 \times 10^{-4} \) s and the domain was discretized with \( 512 \times 32 \) cells in \( x \) and \( y \).

Figure 7 shows a contour plot of the mean concentrations of the proteins and dye at \( t = 0.12 \) s. At this point in time, the plugs of U and D have just met at \( x \approx 4 \) mm, and labeled protein is generated at the interface. Note that the labeling reaction is fast compared to the electrophoretic and electrophoretic transport. Consequently, U and D react as soon as they meet, resulting in almost no overlap between the U and D profiles, and a sharp profile for L. Since L is neutral, it travels with the bulk convective velocity, which is the average of the total convective velocities of U and D. Therefore the peak value of L is always located at the interface of U and D, and since L is generated in that same area,
its peak concentration will keep increasing. At \( t = 0.12 \) s, the peak concentration for L is \( 1.3 \times 10^{-4} \) mol/l, which is already higher than the peak concentrations of \( 9.4 \times 10^{-5} \) mol/l for U and D.

The standard deviations in the concentrations of Fig. 7 are given in Fig. 8. The highest uncertainties appear in the reaction zone at the interface between U and D, with a maximum coefficient of variation of about 20% in the L concentration. Even though Fig. 8 only shows the overall uncertainty in the concentrations, a strong feature of the PC formalism is that the contributions of the uncertainty in individual parameters to this overall uncertainty can easily be retrieved, as explained in Sec. III. Figure 9, for example, shows the contributions from each of the four uncertain input parameters to the standard deviation of the L concentration, in the area around the reaction zone, at \( y = 0.5 \) mm. These contributions were obtained with a similar analysis as in Eqs. (27)–(28), but for the case of four stochastic dimensions and third-order PC expansions. The total standard deviation of [L] is given by the curve labeled “all” in this figure. This overall standard deviation has a profile with a double peak, which for a single peak mean species profile, is characteristic of uncertainty caused by the convection velocity. When a single peak species profile is transported by an uncertain convection velocity, the uncertainty in the position of the peak at a given point in time will cause the most variability at the sides of the peak, where the profile has a steep slope in the \( x \) direction. At the top of the profile, there is no concentration gradient and uncertainties in peak position cause little uncertainty in the observed concentrations at that location.

As indicated by the curve labeled “\( \Delta V \)”, the uncertainty in the applied electrostatic field potential has the most dominant contribution to the overall standard deviation. Since both the electroosmotic and electrophoretic velocities are directly proportional to \( \Delta V \), the uncertainty caused by this parameter naturally shows a double peak, characteristic of convection velocity uncertainty. Similarly, the parameter \( \beta_U \) affects the electrophoretic transport of the reactant U and its resulting contribution to the standard deviation of [L] also has a double peak, albeit smaller than the \( \Delta V \) contribution.

The contribution of parameter \( p_{H_0} \) also shows a double peak, but with its center located on the left side of the [L] profile, where the gradient of [L] in \( x \) is very steep. The steepness of the [L] profile in that area is largely determined by the speed of the labeling reaction compared to the convection speed, with a faster reaction rate leading to a sharper increase in [L]. With the pH in this area between 7.0 and 7.1 (not shown), Eq. (56) predicts significant variability in \( k_1 \) for changes in \( p_{H_0} \). So the uncertainty in \( p_{H_0} \) mainly affects the slope of the [L] profile on the left side, consistent with the observed contribution of parameter \( p_{H_0} \) in Fig. 9.

Figure 9 further shows more minor contributions, from the dissociation parameter \( K_2 \) and from the coupled terms. Even though their contribution is small in this case, those coupled terms are interesting from a theoretical point of view, as they represent coupled effects of independent parameters. In the current figure, those terms represent the sum of three different coupled effects: the coupled effect of \( \Delta V \) and \( \beta_U \), of \( \Delta V \) and \( p_{H_0} \), and of \( \Delta V \) and \( K_2 \).

As time goes on and the U and D plugs cross each other, nearly all U and D are consumed in the labeling reaction. At \( t = 0.50 \) s, only labeled protein L remains, with its mean concentration and standard deviation as shown in Fig. 10. The maximum mean concentration of L at this point in time is \( 2.4 \times 10^{-4} \) mol/l in the center of the channel, and about \( 3.2 \times 10^{-4} \) mol/l near the walls. So the L concentration is up to three times as large as the initial U and D concentrations. The standard deviation in L, as shown in the bottom plot of Fig. 10, is very large near the wall, with maximum values up to \( 10^{-4} \) mol/l and coefficients of variation up to 100%. Again, the standard deviation in [L] exhibits the double peak near the centerline, which is characteristic of uncertainty caused by the convection velocity.

What is particularly significant though, is the major distortion of the L plug, as opposed to the straight profile observed at early times. This distortion is caused by the disturbance of the buffer electrolyte, in response to the movement and annihilation of the charged protein U and the dye D. To explain why this is physically happening, consider Fig. 11, which shows the mean and standard deviation of the electrical conductivity \( \sigma \) of the electrolyte solution at \( t = 0.50 \) s. Because two charged molecules are used up for every new labeled protein, the area around the L plug has a reduced concentration of ions, with a mean electrical conductivity of almost a third lower than in the undisturbed buffer. Upstream of the L plug, the electrical conductivity shows some smaller fluctuations, which stem from shifts in the buffer equilibrium. Since the buffer ions are primarily negatively charged, those disturbances travel slower than the labeled protein plug. The bottom plot of Fig. 11 shows that the highest uncertainties in the electrical conductivity are found around the L plug, near the center and especially at the walls.

The large spatial variations in the electrical conductivity in turn cause nonuniformities in the electrical field strength, as shown in Figs. 12 and 13. Near the L plug, the mean electrostatic field strength in the \( x \) direction reaches a value up to 40% higher than in the undisturbed flow. This increase strongly affects the local electroosmotic and electrophoretic velocities, causing an increased wall velocity, leading to the observed distortion of the L plug. The largest uncertainties are again found near the L plug, with maxima up to 10%. Even though the initial field strength in the \( y \) direction was zero, Fig. 13 shows that this \( y \) component is quite significant at \( t = 0.50 \) s. The magnitude of this field strength is up to 15% of the initial, streamwise electrostatic field strength for the mean value. Even though this \( y \) component does not affect the electroosmotic flow velocity directly, it does provide electrophoretic ion transport in the wall-normal direction, which can further distort sample profiles.

As indicated by Eq. (3), the electroosmotic wall velocity depends on both the local electrostatic field strength and \( \zeta \) potential, which in turn depends on the pH and the buffer molarity, as modeled by Eq. (4). Since all these variables are disturbed by the charged protein movement and annihilation, the electroosmotic wall velocity varies in the streamwise direction. These wall velocity changes in turn cause pressure gradients and local recirculation zones, as indicated by the velocity fields in Figs. 14 and 15. Figure 14 shows the
FIG. 7. (Color) Mean concentrations of proteins U, L, and dye D at $t=0.12$ s. U and D just met and L is produced at their interface. The values of the contour levels go linearly from 0 (blue) to $1.3 \times 10^{-4}$ mol/l (red). In this figure, as well as in all subsequent contour plots, the full physical domain is shown, from 0 to 1 cm in $x$ and from 0 to 1 mm in $y$.

FIG. 8. (Color) Standard deviation of the protein and dye concentrations at $t=0.12$ s. The values of the contour levels go linearly from 0 (blue) to $1.1 \times 10^{-5}$ mol/l (red). The largest uncertainties are found in the reaction zone.

FIG. 9. Major contributions of individual input parameters to the overall standard deviation in [L] in the area around the reaction zone at $t=0.12$ s, $y=0.5$ mm. The uncertainty in the applied voltage potential $\Delta V$ has the most dominant contribution to the overall standard deviation in [L].

FIG. 10. (Color) Mean (top) and standard deviation (bottom) of the labeled protein concentration L at $t=0.50$ s. The initially flat profiles are now severely distorted. The values of the contour levels go linearly from 0 (blue) to $3.2 \times 10^{-4}$ mol/l (red) in the top plot and from 0 (blue) to $10^{-4}$ mol/l (red) in the bottom plot.

FIG. 11. (Color) Mean (top) and standard deviation (bottom) of the electrical conductivity of the electrolyte solution at $t=0.50$ s. Annihilation of ions in the labeling reaction results in a significantly lower mean electrical conductivity near the L plug. The values of the contour levels go linearly from $7.1 \times 10^{-3}$ S/m (blue) to $1.3 \times 10^{-2}$ S/m (red) in the top plot and from 0 (blue) to $1.5 \times 10^{-3}$ S/m (red) in the bottom plot.

FIG. 12. (Color) Mean (top) and standard deviation (bottom) of the electrical field strength in the $x$ direction at $t=0.50$ s. Near the L plug, the mean streamwise electrical field strength is about 40% higher than in the undisturbed flow. The values of the contour levels go linearly from $91.4 \text{kV/m}$ (blue) to $146 \text{kV/m}$ (red) in the top plot and from $0.20 \text{kV/m}$ (blue) to $13 \text{kV/m}$ (red) in the bottom plot.

FIG. 13. (Color) Mean (top) and standard deviation (bottom) of the electrical field strength in the $y$ direction at $t=0.50$ s. The magnitude of the mean of this field strength is up to 15% of the initial field strength in the $x$ direction. The values of the contour levels go linearly from $-16.3 \text{kV/m}$ (blue) to $16.3 \text{kV/m}$ (red) in the top plot and from 0 (blue) to $5.8 \text{kV/m}$ (red) in the bottom plot.

FIG. 14. (Color) Mean (top) and standard deviation (bottom) of the streamwise velocity at $t=0.50$ s. The local increase in the electroosmotic wall velocity leads to recirculation zones near the L plug. The largest uncertainties are found near the wall. The values of the contour levels go linearly from $6.8 \text{mm/s}$ (blue) to $9.1 \text{mm/s}$ (red) in the top plot and from $5.6 \times 10^{-3} \text{mm/s}$ (blue) to $0.59 \text{mm/s}$ (red) in the bottom plot.

FIG. 15. (Color) Mean (top) and standard deviation (bottom) of the wall-normal velocity at $t=0.50$ s. The mean of this velocity has a magnitude of up to 6 % of the initial streamwise velocity. The values of the contour levels go linearly from $-0.56 \text{mm/s}$ (blue) to $0.56 \text{mm/s}$ (red) in the top plot and from 0 (blue) to $0.26 \text{mm/s}$ (red) in the bottom plot.
streamwise velocity field, which has a mean wall velocity that is up to 20\% higher near the L plug. The wall-normal velocity field shows positive and negative velocities near the L plug, with magnitudes up to 6\% of the initial streamwise velocity.

Clearly, the recirculation zones in the flow field will distort initially flat sample profiles. This increases the hydrodynamic dispersion, on top of the electrokinetic dispersion caused by nonuniformities in the electrophoretic transport.

**VIII. CONCLUSIONS**

In this paper, a detailed physical model for microchannel flows was presented to study protein labeling reactions in an electrolyte buffer. The model incorporates the coupled nature of momentum transport, species transport, and the electrostatic field as well as a full representation of the electrolyte buffer reactions and the dependence of the electrophoretic behavior on the local buffer properties. A stochastic uncertainty quantification method was developed to propagate uncertainty from the input parameters in the model to the simulation results, using polynomial chaos expansions for the uncertain model parameters and field variables.

Application of the model was illustrated in light of simulations of protein labeling reactions in homogeneous systems as well as two-dimensional electroosmotically driven microchannel flows. For the two-dimensional case, the simulation showed the impact of ion movement and subsequent buffer disturbances on the electrokinetic and hydrodynamic dispersion of sample plugs in the channel. The uncertainty in the results was primarily due to uncertainty in the applied voltage across the channel, with smaller contributions from the parameters in the labeling reaction rate as well as species properties.

Overall, the detailed physical model that was implemented in this work, allows the simulations of microchannel flows providing in-depth understanding of the transport and dispersion of protein sample plugs. In combination with this model, the stochastic uncertainty quantification method provides a powerful way to assess the impact of uncertain model input parameters on the uncertainty of the simulation results.
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